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Abstract Selection and implementation of classification algorithms along with proper preprocessing 
methods are important for the accuracy of predictive models. This paper compares some well-known and 
frequently used algorithms for classification tasks and performs in depth analysis. In this study we 
analyzed four most frequently used algorithm viz random forest (RF), decision tree (DT), logistic regression 
(LR) and support vector machine (SVM). To conduct the study on the well-known Oxford Parkinson’s 
disease Detection dataset obtained from the UCI Machine Learning Repository. We evaluated the 
algorithms' performance using six distinct approaches. Firstly, we used the classifiers where we didn’t 
used any method to enhance the performance of the classifier. Secondly, we applied Principal Component 
Analysis (PCA) to minimize the dimensionality of the dataset. Thirdly, we used collinearity-based feature 
elimination (CFE) method where we applied correlation among the features and if the correlation between 
a pair of features exceeds the threshold of 0.9, we eliminated one from the pair. Fourthly, we adopt synthetic 
minority oversampling technique (SMOTE) to synthetically increase the instances of the minority class. 
Fifth, we combined PCA+SMOTE and on sixth method, we combined CFE + SMOTE. The study 
demonstrates that SVM is highly effective for Parkinson’s disease classification. SVM maintained high 
accuracy, precision, recall and F1-score across various preprocessing techniques including PCA, CFE and 
SMOTE, making it robust and reliable for clinical applications. RF showed improved results with SMOTE. 
However, it experienced reduced performance with PCA and CFE, indicating its dependence on original 
feature interactions. DT benefited from PCA, while LR showed limited improvements and sensitivity to 
oversampling. These findings emphasize the importance of selecting appropriate preprocessing 
techniques to enhance model performance. 
 

Keywords Classification, Decision tree, Parkinson’s Disease, Random Forest, Support Vector Machine 
(SVM). 

I. Introduction  

In classification, model predicts whether a data falls 
into a given category or not. It determines some 
appropriate mapping functions from the training dataset 
to predict the class label for new data entries [1]. The 
journey of classification algorithms begins with the 
paper "A Logical Calculus of the Ideas Immanent in 
Nervous Activity,” by[2] where a mathematical model of 
neurons were presented, establishing the framework 
for artificial neural networks. This theoretical framework 
was the foundation for invention of the Perceptron in 
"The Perceptron: A Probabilistic Model for Information 
Storage and Organization in the Brain,” by [3]. It was 
the first technique to perform binary classification with 
a basic neural network model. Marvin Minsky and 
Seymour Papert (1969) highlighted the limits of the 

Perceptron, specifically its inability to tackle non-
linearly separable problems[4].In the 1980s, Decision 
Trees emerged as a robust non-linear classification 
method, with[5]  developing the ID3 algorithm in his 
work, "Induction of Decision Trees,”. His work was 
further improved by his C4.5 algorithm [6].Cortes 
&Vapnik[7]introduced support vector machines (SVM) 
in their paper "Support-Vector Networks," showing in a 
substantial movement toward statistical learning in the 
1990s. The kernel trick in SVM performed very well for 
non-linear data. Naive Bayes classifiers have also 
received attention, particularly in text classification, as 
described in earlier publications by Duda and Hart 
(1973). Ensemble Methods were introduced in the late 
1990s and early 2000s to improve accuracy by 
combining numerous classifiers[8].Freund & 
Schapire[9] proposed AdaBoost in their work, "A 
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Decision-Theoretic Generalization of On-Line Learning 
and an Application to Boosting," that created classifiers 
by iteratively improving weaker ones. By the same 
period of time [10] proposed Random Forests in his 
paper "Random Forests," a robust and accurate 
ensemble of decision trees. Finally, an upsurge of 
neural networks with the introduction of Deep Learning 
was seen, as outlined in the major study by [11]. The 
study demonstrated the capability of deep neural 
networks in challenging classification problems, paving 
the way for modern machine learning applications. 

Classifiers in supervised learning can be broadly 
divided into five segments: Logical/Symbolic 
techniques, perceptron-based techniques, Statistical 
techniques, instance-based learners and Support 
Vector Machines.[12] described these techniques with 
examples. In Logical/Symbolic techniques, classifiers 
use decision trees, expert systems or rules to 
categorize data based on predetermined logic. 
Decision trees are example in this technique. 
Perceptron-Based Techniques use the perceptron 
model. Artificial neural network is the example of such 
technique. Classifiers based on statistical approaches 
use statistical methods to predict the correlation among 
input features and target labels. Common examples 
are Linear Discriminant Analysis (LDA), Naive Bayes 
and logistic regression. Classifiers in instance-based 
learners known as lazy learners. Their decisions 
depends on specific instances or examples in the 
training data. The most popular example is the k-NN 
algorithm. SVMs are the modern powerful set of 
supervised learning algorithms that identifies the best 
hyperplane for separating various classes in the feature 
space. 

The primary aim of this study is to evaluate and 
compare the performance of four widely used 
classifiers viz., Support Vector Machine (SVM), 
Random Forest (RF), Decision Tree (DT) and Logistic 
Regression (LR)in classifying Parkinson’s disease 
using the Oxford Parkinson's Disease dataset. The 
study emphasizes the role of various preprocessing 
techniques such as Principal Component Analysis 
(PCA), Collinearity based Feature Elimination (CFE) 
and Synthetic Minority Over-sampling Technique 
(SMOTE) for enhancement of classification 
performances. The key contributions of this work are: a 
comprehensive comparison of the performance of 
classifiers under different preprocessing 
configurations, an in-depth analysis of the impact of 
each preprocessing technique on the behavior of each 
classifier using precision, recall, F1-score, and ROC-
AUC metrics and to identify the most reliable classifier-
preprocessing combination, highlighting clinical 
potentials. Rest of the paper is arranged as – Section 
2 presents a discussion on related work. Section 
3provides an overview of the classifiers used in the 
experiment. Section 4 elaborates on the methodologies 

employed. In section 5 dataset used in the experiment 
is discussed. In section 6 an exploratory data analysis 
(EDA) performed on the dataset is discussed. Section 
7 describes the classification metrics used in the 
experiment. Section 8 describes the experimental 
setup and result of the experiment. In section 9 we 
discussed about the limitations. Finally in section 10 we 
concluded our review and analysis with future work. 

II. Related Work 
Two feature selection algorithms- genetic algorithm 
(GA) and PCA were compared by [13]. SVM with GA 
based features gave the highest accuracy of 
97.57%.[14] applying L1-norm SVM to create new 
subset of feature and succeeded to acquire an 
accuracy of 99%. [15] proposed a new multiple feature 
evaluation approach (MFEA) acquiring significant 
improvement in accuracy of many classifiers. Polar& 
Nour in their paper [16]classifies Parkinson’s disease 
using a novel one against all (OGA) data sampling 
method. They used 45 features including pitch 
perturbation(4 features), Mel Frequency Cepstral 
Coefficients (MFCC),derivatives of aforesaid features 
(13 features),amplitude perturbation(5 features), 
harmonic-to-noise ratio(5 features),  detrended 
fluctuation analysis (1 feature), pitch period entropy (1 
feature),density entropy of recurrence period (1 
features), and the ratio of glottal-to-noise excitation(1 
feature).Different classifiers showed significant 
improvements when combined with the OGA method. 
When combined with OGA-II data sampling method 
KNN showed the highest average accuracy of 89.46 
followed by SVM of average accuracy 88.76 and 
Logistic regression of average accuracy 84.30.[17] 
found that both parametric (naive bayes, logistic 
regression) and non-parametric (random forest, k-
nearest neighbors) machine learning models can 
effectively classify parkinson's disease. Non-
parametric models achieved higher classification 
accuracy compared to parametric models.[18]applied 
recursive feature elimination to create a better 
performing subset of features and acquired an 
accuracy of 93.84% with SVM. [19]extracted 20 audio 
features (13 MFCC, pitch, spectral flux, centroid, roll-
off, entropy, energy, ZCR) from audio signals of four 
voice pathologies (laryngitis, cyst, non-fluency 
syndrome, and dysphonia) from the SVD dataset[20] 
and compare the performance of four machine learning 
algorithms (svm, naive bayes, decision tree, and 
ensemble classifier) for detection of these voice 
pathologies. The decision tree and naïve bayes 
classifiers gave the highest accuracies for detecting the 
voice pathologies of laryngitis, cyst, non-fluency 
syndrome, and dysphonia. [21] used two 
dimensionality reduction techniques, High Correlation 
Filter (HCF) and PCA to improve the performance of 
the classifiers and achieved 88% accuracy with SVM 
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on “mobile parkinson disease study" dataset from the 
sage bionetworks mPower project[22]. Toye & Kompalli 
in their paper[23] classified parkinson’s disease using 
two datasets viz. mobile device voice recordings 
(MDVR- KCL) and Italian parkinson’s voice and speech 
database. The Italian parkinson’s voice and speech 
dataset has a total of 495 recordings of vowels 
pronunciation from 65 individuals while the MDVR-KCL 
dataset has 37 recordings from 37 individuals”. For 
both the datasets they performed three experiments. 
One with only acoustic features such as jitter, shimmer 
etc. For the second experiment they used mfcc along 
with the previous acoustic features and for the third 
experiment they utilized selected features from a 
combination of both acoustic and mfcc features SVM 
outperformed in all the three experiment of the first 
dataset. But for the second dataset svm showed a little 
poor performance compared to knn and random forest. 
Govindu & Palwe in their paper[24] presents a 
comparative analysis of several machine learning 
models to identify the best performing model for early 
detection of parkinson's disease using the Oxford 
university dataset. They found knn to be the best 
among logistic regression, svm, decision trees, extra 
trees classifier, k-nearest neighbors, random forests, 
adaboost, and gradient boosting with an accuracy of 
95%. [25] used techniques such as Synthetic Minority 
Over-sampling Technique (SMOTE) to handle 
imbalanced class and hyperparameter tuning using 
GridSearchCV to enhance model performance. Multi-
layer perceptron (MLP) and svm showed the best result 
to identify parkinson’s disease using features like 
fundamental frequency, variation in frequency, 
amplitude etc. [26] applied recursive feature elimination 
algorithm to select the features which have high 
positive correlation with the status. To reduce the 
dimention they used pca and t-SNE algorithm. Random 
forest achieved an accuracy of 97%. [27] combined 
smote-enn and svm with anrbf kernel which showed an 
accuracy of 96.5% in detecting parkinson's disease 
from speech features. The svm classifier outperforms 
other binary classification algorithms like random 
forest, k-nearest neighbours, extreme gradient 
boosting, decision tree, and logistic regression. [28] 
combined multiple existing datasets (MEEI, SVD, and 
a private dataset) to generate a larger "Collected and 
Multiple Existing Dataset (CMED)" for training and 
evaluating the machine learning models. They used 
three feature selection methods -information gain, 
correlation, and pca to identify the most relevant 
features. svm with pca method gave the highest 
accuracy of 99.97%. [29] gathered 12 different datasets 
from the parkinson's progression markers initiative 
(PPMI) database, which covered a range of medical 
evaluations, including those for motor skills, smell, 
cognition, sleep patterns, and depression symptoms. 
They identified key features, such as autonomic 

function, motor function, and semantic fluency as the 
primary contributors to Parkinson's disease. 
 
III. Classifiers 
To review the most frequently used classifying 
algorithms, we first searched for papers published on 
different supervised machine learning algorithms using 
Google Scholar. The data is summarized in Table 1. 
Since reviewing all these algorithms in a single paper 
would be complex and lengthy, we restrict our study to 
the top five algorithms from Table 1, excluding linear 
regression, as it is not a classifier. However, selecting 
classifiers for Parkinson’s disease classification 
requires more than just frequency; it also depends on 
their suitability for handling biomedical data, feature 
interactions, imbalanced datasets etc. Voice based 
Parkinson’s datasets often contain highly correlated 

features due to similar underlying biological signals 
such as vocal measurements like jitter and shimmer. 
svm significantly reduces the effects of high-
dimensional data by determining the best hyperplane 
that maximizes class separation. Prior studies have 
reported high accuracy with SVM in detecting 
parkinson’s disease, often outperforming other 
classifiers when paired with dimensionality reduction 
techniques like PCA [1].Parkinson’s disease datasets 
often have imbalanced classes, more patients than 
healthy individuals. RF can handle imbalanced data 
better than single-tree models. RF has been 
successfully used in early Parkinson’s detection and 
has shown competitive accuracy with lower risk of 
overfitting compared to single decision trees[2].Since 
Parkinson’s disease classification involves threshold-
based symptoms such as voice frequency values 
above or below a threshold, decision trees can model 
these natural decision boundaries effectively. DT is 
often used as a baseline model in medical diagnostics 
because of its explainability. Parkinson’s disease 
classification is fundamentally a binary task, making LR 

Table 1Comparison of Number of Papers 
Published for Various Supervised Algorithms 

Sl. 
No. 

Supervised ML 
algorithm 

Number of papers 
published 

1 Linear regression 976000 

2 SVM 385000 

3 Random forest 167000 

4 Logistic regression 138000 

5 Decision tree 125000 

6 ANN 64800 

7 Adaboost 33200 

8 Gradient boosting 
machine 

19500 

9 Naïve bayes 18600 

10 KNN 16500 
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a natural choice. Despite its simplicity, LR has been 
effectively used for Parkinson’s disease detection, 
particularly when combined with feature selection 
techniques like L1 regularization[4].Based on such 
considerations, we selected Support Vector Machine 
(SVM), Random Forest (RF), Decision Tree (DT), and 
Logistic Regression (LR), as they have been widely 
used in medical diagnostics and have demonstrated 
strong classification performance in prior research. 

 
A. Logistic regression 
Logistic regression is a binary regression which is used 
for classification tasks. As mentioned in[30], Let π 
denote the probability that Y = 1 when X = x. A logistic 
response function can depict the relationship between 
π and X. It resembles an S shaped curve. The 
probability π initially slowly increases with increase in 
X, then the increase accelerates, finally stabilises and 
does not exceed 1. An illustration of the S curve's 
shape is as follows. 
The probability π initially slowly increases with increase 
in X, then the increase accelerates, finally stabilises 
and does not exceed 1. An illustration of the S curve's 
shape is as follows, Eq. (1)[30]. 
 

π = P(Y = 1 | X = x) =  
e0+1x

1+e0+1x     (1) 

      
When we have several predictor variables,Eq. (2)[30], 
 

π = P(Y = 1|X = X1, … . , Xp = Xp)

=
eβ0+β1x1+β2x2+⋯+βpxp

1 + eβ0+β1x1+β2x2+⋯+βpxp
 

(2) 

 
Eq. (2) [30] can be written as Eq. (3)[30], 
 

1 − π = P(Y = 1|X = X1, … . , Xp = Xp) 

=
1

1 + eβ0+β1x1+β2x2+⋯+βpxp
 

 (3) 
Or,  
 
Eq. (4)[30], 

π

1 − π
= eβ0+β1x1+β2x2+⋯+βpxp  

(4) 
 
 
 
Taking natural logarithmic on both sides of Eq. (4) [30] 
we can rewrite it as Eq. (5), 
 

ln(
π

1 − π
) = β0 + β1x1 + β2x2 + ⋯ + βpxp 

(5) 

Here, 
π

1−π
 is known as the odds ratio and its logarithm 

is known as logit. Eq (5)[30] is a linear function of the 
parameters β0, β1, β2, … , βp . The range of Eq. (5)[30] is 

between -∞ to +∞. In logistic regression the fitting is 
carried out by working with the logits[30]. 
 

B. Support vector machine 

Although we can perform regression using SVM, it is 
mainly a classification learning model. SVM can be 
applied to linearly separable data adopting the 
mathematical equation. A kernel function can be 
applied on SVM to make it non-linear. The 
mathematical equation is. Non-linear SVM classifies by 
converting input feature vectors into a higher 
dimensional space and creating a hyperplane through 
them[31]. 
1. SVM for linearly separable data 

Let us consider an example of n number of set (x1, y1), 
(x2, y2),,(xn,yn). Each xi input is associated with yi 
output. Here xi∈R2 and yi∈ (-1,1). Let us consider a two-

dimensional space xi∈R2 as shown in Fig. 1 with a 

hyperplane wTx +  b =  0  that separates the points 

into two different classes. Here w represents vector 
perpendicular to the hyperplane and b is a scalar bias. 
The closest training data point to the hyperplane forms 
m1 and m1. The distance between the hyperplane and 
m1, m2 is called margin. We can draw infinite such 
hyperplanes but the generalization depends upon the 
position of the hyperplane with maximum margin [31]. 
The parallel hyperplanes m1 and m2 can be described 
as below in Eq. (6)[31] and Eq. (7)[32]: 

wTx + b1 =  1                                 (6) 

 

 wTx + b2 =  −1                                      (7) 

 
From distance formula of parallel  
lines we can write Eq. (8)[32] 

 

d =
b2−b1

√{w2+ 1}
                                      (8) 

 
Fig. 1. Schematic diagram illustrating the 
separation of classes using SVM hyperplanes. 
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where w is the slope of the parallel lines and  
b1 =  b + 1 andb2 =  b − 1  are the intercepts. Thus Eq. 

(9)[32], 

d =
2

||w||
                                                 (9) 

Squaring Eq. (9)[32] we can write as in Eq. (10) [32], 

                   
d2

2
 =

1

||w||2

2

                                         (10) 

To minimise the prediction error we need to maximise 

the distance 
d2

2
 or minimise 

||w||
2

2
 . This is the 

optimisation objective. 
 
2. SVM with kernel 

To classify nonlinear data as shown in Fig. 2, a kernel 
function is used in SVM which transforms the data (xi,yi) 
of input space from a lower dimension into a higher 
dimensional feature space data (zi ,yi). A linear decision 
boundary in the feature space can represent a nonlinear 
barrier in the input space. If the transformation is 
appropriate, it may be possible to build a simple linear 
classifier in the feature space that captures the 
necessary nonlinearity in the input space [33]. The 
kernel method eliminates the need for explicit mapping 
when training linear learning algorithms on nonlinear 
functions or decision boundaries. We can write as Eq. 
(11)[31], 

K : Rm × Rm→R                         (11) 
here, K is the kernel function that accepts two m-
dimensional real-valued vectors and returns a real 
number [31]. Feature mapping is given as Eq. (12)[31], 

k(x,  x′)  =  ⟨ φ(x).  φ(x′) ⟩υ.                   (12) 

here ϕ  is the mapping function of x to a feature space. 

As explained by [33], [31]and [34]. Example of some 
kernel functions are: 
 
3. Polynomial kernel 
The polynomial kernel introduces non-linearity into the 
model by computing the similarity between vectors not 
just through their dot product, but by raising it to a 

specified degree and optionally adding a constant term. 
This allows the kernel to capture interactions among 
features up to the specified degree, making it more 
expressive than the linear kernel. It is particularly useful 
when the relationship between class labels and 
attributes is polynomial in nature. The flexibility and 
complexity of the decision boundary is significantly 
influenced by the choice of the degree and the constant 
term. A higher degree allows the model to fit more 
complex patterns but may also increase the risk of 
overfitting. The kernel is defined as Eq. (14)[31]: 

𝑘(𝑥, 𝑥 ′) = (𝑥𝑡 . 𝑥 ′ + 𝑐)
𝑑

                             (14) 

 
4. Radial basis function 
The RBF kernel, also known as the Gaussian kernel, is 
one of the most widely used kernel functions due to its 
ability to handle non-linear relationships effectively. 
Unlike linear or polynomial kernels, the RBF kernel maps 
input features into an infinite-dimensional space, 
allowing it to model very complex decision boundaries. It 
computes similarity based on the distance between 
feature vectors, where the similarity decreases with 
increasing distance. The RBF kernel has a key 
parameter gamma (γ). It controls the influence of a 

single training example. A small γ value implies a wider 

influence, while a large γ value leads to a more localized 

influence. Careful tuning of gamma is crucial, as 
inappropriate values can lead to underfitting or 
overfitting. The mathematical form defined as Eq. 
(15)[31]: 
 

k(x, x ′) = 𝑒𝑥𝑝 (−γ ||𝑥 − 𝑥 ′||
2

)                   (15) 

here, γ is the kernel parameter. 

 
C. Decision tree 
In machine learning decision trees are used for 
classification and regression as well. The method takes 
the form of a treelike structure[35]. There are two kinds 
of nodes. The internal or decision nodes contains a 
condition to split the data. The leaf nodes classify a 
data point. The goal of a decision tree algorithm is to 
create a model that predicts the target variable by 
earning simple decision rules inferred from the data 
features. Decision trees are the foundational building 
blocks of more complex ensemble methods such as 
random forests and gradient boosted trees, which 
enhance predictive performance by combining multiple 
trees.Decision trees can beconstructed using the 
following algorithms. 

 
Fig. 2. SVM Feature mapping from low to high 
dimension in SVM with kernels. 
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1. id3 (Iterative DiChaudomiser 3) 
The ID3 method traverses all possible tree spaces 
using a top-down greedy search scheme. The process 
begins with the complete training set and identifies the 
most optimal feature for the root node. The algorithm 
recursively calls itself with the subsets of data until it 
attains a leaf node with instances of the same class or 
there are no more features to split the data [35]. 

Information gain is used to get the best feature and 
mathematical quation can be given as Eq. (16)[35]. 

Information Gain = Entropy(S) − ∑
|Si|

|S|

n

i=1

× Entropy(Si) 

(16) 
where, Entropy(S) is the entropy of original dataset S, 
|Si| is the number of instances in subset |Si|, |S|is the 

number of instances in the original dataset, n is the 

 
 

Fig. 3. Schematic diagram showing the structure of a Random Forest classifier. 
 
 

 
Fig. 4. Schematic diagram illustrating the steps involved in the experimental methodology.  

 

 

... 
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Randomisation 

Subset 1 Subset (n-1) ... Subset 2 Subset n 

Decision tree 1 Decision tree (n-1) ... Decision tree 2 
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Classification  

      result 1 
Classification  

      result 2 

Classification  

   result (n-1) 

Classification  

      result n 

Output with majority voting Test phase 
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EDA   
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number of subsets resulting from the split.Entropy is 
calculated using the formula as in the Eq. (17)[35]: 

Entropy(S) = − ∑ pi
c
i=1 log2(pi)                (17) 

where c is the number of classes, pi is the proportion 

of instance in class i in subset S. 
 
2. CART (Classification and regression tree) 
In the classification and regression tree (CART) 
algorithm, gini impurity is employed as the primary 
criterion for measuring the quality of a split, rather than 
entropy[35].Gini impurity quantifies the probability of 
incorrectly classifying a randomly selected element if it 
were assigned a label according to the class distribution 
of a given node. A Gini impurity value of zero 
corresponds to a perfectly pure node where all instances 
belong to a single class, while higher values indicate 
greater heterogeneity among the classes. During the 
construction of the decision tree, CART identifies splits 
that maximize the reduction in Gini impurity, thereby 

progressively increasing the homogeneity of the 
resulting subsets.  
 
D. Random Forest 
A Random Forest consists of multiple decision trees, 
where each decision tree is trained on a distinct subset 
of the training data. It selects a random subset of 
features for each split making its own decision based 
on the input data. RF introduces randomness by 
selecting a random subset of features at each decision 
split within a tree, rather than considering all available 
features. This feature randomness ensures that 
individual trees are not correlated improving the overall 
robustness and generalization ability of the model. 
Each tree in the forest independently generates a 
prediction based on the input data, and the final output 
is determined through an aggregation mechanism, 
typically majority voting for classification tasks or 
averaging for regression tasks. The schematic diagram 
of classification process in random forest is shown in 
Fig. 3[36][37]. 

IV. Methodology 
A. Procedure 
For literature review, valid repositories including Science 
Direct, Scopus, ACM Digital Library, IEEE Xplore, and 
Springer Link were used to search research papers. 
Besides, Google scholar search engine was also used 
with key words such as “supervised machine learning”, 
“svm”, “support vector machine”, “support vector 
machine with kernel”, “decision tree”, “Parkinson’s 
disease” etc. Filters were used on attributes like time, 
type etc. Papers published before 2017 were excluded. 
Papers published before 2024 with a few citations were 
excluded. For analysis of the four classifiers, we used 
the famous Oxford Parkinson’s disease detection 
dataset taken from uci machine learning repository[38] 
and performed exploratory data analysis (EDA) upon the 
dataset. After acquiring some useful information from the 
EDA of the dataset (which is discussed in section 4) we 
decided to perform the analysis in six different methods. 
Method 1 involved utilizing the standard classifiers 
directly on the original dataset without the application of 

any additional preprocessing or data transformation 
techniques, thereby serving as a baseline for 
performance comparison. Method 2 employed Principal 
Component Analysis (PCA) to address the challenges 
posed by high dimensionality; PCA transforms the 
original correlated features into a smaller set of 
uncorrelated principal components while preserving as 
much variance as possible, thus simplifying the feature 
space and potentially improving model efficiency and 
generalization. Method 3 involved the use of Collinearity-
Based Feature Elimination (CFE), where features 
exhibiting a high correlation with other features (with a 
Pearson correlation coefficient greater than 0.9) were 
systematically removed to minimize redundancy, reduce 
multicollinearity, and strengthen the predictive stability of 
the classifiers. Method 4 applied the Synthetic Minority 
Oversampling Technique (SMOTE) to tackle the 
problem of class imbalance by synthetically generating 
new instances of the minority class, thereby facilitating 
better model learning and preventing bias toward the 
majority class. Method 5 combined PCA and SMOTE, 

 
Table 2 Feature group description highlighting the characteristics of the utilized dataset 

Feature Group Description Example Features 

Fundamental Frequency Measures of baseline vocal 
frequency 

MDVP:Fo(Hz), MDVP:Fhi(Hz), 
MDVP:Flo(Hz) 

Jitter Features Measures of frequency variation Jitter(%), Jitter(Abs), RAP, 
PPQ 

Shimmer Features Measures of amplitude variation Shimmer(dB), APQ3, APQ5 

Noise-to-Harmonic Ratio (NHR) and 
Harmonic-to-Noise Ratio (HNR) 

Measures of voice quality 
degradation 

NHR, HNR 

Nonlinear Dynamical Complexity 
Measures 

Features capturing fractal scaling 
and frequency variations 

RPDE, DFA, Spread1, 
Spread2, D2, PPE 
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wherein PCA was first applied to reduce the 
dimensionality and noise of the dataset, followed by 
SMOTE to balance the classes within the transformed 
feature space, ensuring comprehensive representation 
of both classes. Method 6 integrated CFE and SMOTE, 
whereby highly correlated features were initially 
removed through CFE, and then SMOTE was used to 
synthetically augment the minority class, with the 
objective of creating a more balanced and less 
redundant dataset to support more accurate and reliable 
classification outcomes. The schematic representation 
of the experimental methodology is illustrated in Fig. 4. 
To validate model performance, we used k-fold cross-
validation. In k-fold cross-validation, the dataset is split 
into k folds, with each fold serving as the test set once 
while the rest train the model. This process repeats k 
times, typically using k = 5 or 10[39]. A lower value of K 
can lead to high variance, whereas a higher a higher 
value of K increases computational time complexity 
without significant improvement in accuracy. We used 
k=5. 

 
B. Preprocessing methods 
Preprocessing plays a crucial role in improving model 
performance by reducing dimensionality, eliminating 
redundancy, and addressing class imbalances. In this 
study, we used mainly three preprocessing techniques 
to enhance the models’ performance viz. Principal 
Component Analysis (PCA), Collinearity-Based Feature 
Elimination (CFE), and Synthetic Minority Oversampling 
Technique (SMOTE). A detailed explanation of these 
techniques along with justification for their selection is 
provided below. 
 
1. Principal Component Analysis (PCA) 
PCA transforms high-dimensional data into a lower-
dimensional space projecting data onto new orthogonal 
axes called principal components while preserving 
variance. These components are linear combinations of 
the original features[40]. The key parameter we used for 
PCA is number of principal components 
(n_components) which determines how many linear 
combinations of original features will be retained after 
transformation. It can be defined either as an integer or 
as a fraction representing the amount of total variance to 
preserve. It is common practice to keep major 
components that account for a considerable amount of 
the total variance, such as more than 80% or 90%. This 
approach assures that the majority of the data's 
information is kept while lowering dimensionality. 
However, excluding primary components with minimal 
variance can have a negative impact on classification 
performance[41]. we kept components that preserved at 
least 95% variance. Voice based Parkinson’s disease 
datasets often have highly correlated features, leading 
to redundancy[42]. PCA prevents overfitting in machine 
learning models by lowering dimensionality while 

maintaining crucial information. It decreases the amount 
of input features, increasing computing efficiency. 
2. Collinearity based Feature Elimination (CFE) 
CFE removes highly correlated features to reduce 
redundancy and improve model interpretability[43]. 
Correlation threshold is the key parameter for CFE which 
is used to determine similar features by measuring their 
Pearson correlation coefficient. If the absolute value of 
the correlation between any two features exceeds 0.9, 
one of them is removed. A threshold of 0.9 effectively 
removes features that are nearly redundant, thereby 
safeguarding the retention of valuable information. Prior 
studies also showed that higher thresholds retain 
redundant features, while lower thresholds may remove 
too much information[44]. The choice of the correlation 
threshold is critical and can significantly affect model 
performance. Proper tuning of this parameter ensures 
that the model retains essential features without 
overfitting or underfitting. 
 
3. Synthetic Minority Oversampling Technique 
(SMOTE) 
SMOTE generates synthetic instances rather than 
duplicating existing ones to address class imbalance. 
This approach prevents the classifier from developing a 
bias towards the majority class[45]. Key parameters for 
SMOTE are number of nearest neighbors, sampling 
strategy and random state. k-nearest neighbors are 
used from a minority class instance to create new 
synthetic samples. This parameter affects the diversity 
of synthetic samples. Few neighbors may fail to capture 
true variability, whereas excessive neighbors could 
introduce noise from the irrelevant minority samples. 
Five is a frequent default that strikes a balance between 
having enough neighbors to represent the minority 
class's local structure and avoiding synthetic samples 
that are too similar[46].Sampling strategy is a ratio that 
regulates the quantity of synthetic samples produced in 
relation to the original minority class samples. A 1:1 ratio 
balances the dataset by making the minority class size 
equal to the majority class size. Setting a random state 
parameter guarantees that the same synthetic samples 
are produced each time the experiment is run[45]. 
Random oversampling, under-sampling, SMOTE with 
Edited Nearest Neighbors (SMOTE-ENN) are some of 
the alternatives to SMOTE[47]. Random oversampling 
duplicates existing minority class samples which may 
lead to overfitting by introducing duplicate instances. 
Under-sampling technique reduces the number of 
majority class instances to balance the dataset which 
may result in information loss. SMOTE-ENN is a hybrid 
preprocessing technique that combines SMOTE with 
data cleaning to remove noisy synthetic samples. It was 
not used because of concerns about losing relevant data 
in a small dataset. 
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C. Expected outcomes and potential implications 
for clinical practices 
Unlike SVM, RF and DT rely on raw feature 
relationships, which PCA may disrupt. PCA is a linear 
transformation, but tree-based models handle nonlinear 
relationships naturally. By transforming features, PCA 
may remove useful nonlinear patterns, reducing model 
accuracy in tree based models. When multiple features 
provide similar information, models may rely on 
unnecessary complexity rather than meaningful 
patterns. Thus, CFE may improve interpretability by 
removing highly correlated features. SMOTE increases 
recall by improving minority class detection but reduces 
precision by introducing synthetic samples that may blur 
class boundaries. Voice-based AI models provide a non-
invasive and cost-effective screening tool enabling early 
detection in remote areas via telemedicine. 
 
V. Dataset 
According to National Institute of Neurological Disorders 
and Stroke (NINDS) Parkinson's disease (PD) is a 
degenerative nervous system movement disorder. 
Parkinson's disease occurs when brain neurons, 
especially those in the substantia nigra die. Dopamine is 
a neurotransmitter that is produced in this region and is 
necessary for smooth, purposeful movement. Impaired 
mobility results from dopamine deficiency. Typically, by 
the time symptoms appear, 60 to 80 percent or more of 
the dopamine-producing cells have already 
degenerated. Parkinson's patients also experience a 
loss of norepinephrine, which is the primary chemical 
transmitter to the portion of the nervous system that 
regulates the body's numerous automatic processes. 
Slowness of movement (bradykinesia), a resting tremor 
of the hand, stiffness (hypertonia) is among the common 
symptoms of Parkinson’s disease. However, Diagnosis 
can be challenging due to the presence of various 
atypical symptoms, such as depression, pain, and 
fatigue[48]. Parkinsonian hypokinetic dysarthria, a 
change in speech, is one of the early signs of 
Parkinson's disease[49], [50]Parkinson's disease can be 
identified far earlier by extracting speech characteristics 
such as pitch, jitter, shimmer, and fundamental 
frequencies and feeding them into machine learning 
models. The dataset used in this study is the Oxford 
Parkinson’s Disease Detection dataset, sourced from 
the uci machine learning repository. It comprises of 
several biological voice measurements from 31 
individuals, 23 of whom had Parkinson's disease, was 
developed by [38]. A detailed analysis of the dataset 
used, including its size, class distribution, feature 
composition is mentioned below. 

The dataset consists of 195 instances (samples), 22 
features (excluding the target variable). Target variable 
(status): 1 signifies Parkinson’s Disease (PD) while 0 for 
Healthy individuals. The Dataset was collected from 31 
individuals, among whom 23 were diagnosed with 

Parkinson’s disease, and 8 were healthy. One of the key 
challenges in using this dataset is its class imbalance. 
Approximately 75% of the samples belongs to status 1. 
This imbalanced distribution can lead to classifiers being 
biased toward the majority class. To address this, we 
applied the Synthetic Minority Oversampling Technique 
(SMOTE) to balance the class distribution. The dataset 
contains 22 extracted voice-based features that capture 
variations in fundamental frequency, amplitude, and 
noise-to-harmonic ratios. These features can be 
grouped into the following categories as shown in Table 
2. 

Despite being a widely used dataset for parkinson’s 
disease classification, it has certain limitations and 
biases that must be considered when interpreting 
results. Small sample size of the dataset raises concerns 
about generalizability. Due to class imbalance, 
classifiers might show biasness towards majority class. 
We used SMOTE to balance the dataset before training 
classifiers. The dataset does not include patient 
demographics such as age, gender, medical history etc. 
Such factors could be relevant for real-world diagnosis, 
and their absence may limit the dataset’s clinical 
applicability. Many features in the dataset are highly 
correlated. We used CFE to remove redundant features. 

 
VI. Exploratory data analysis 
We conducted an exploratory data analysis (EDA) on 
the dataset. The dataset has no null values. Some other 
interpretations of the features are described in Table 3 
we examined the target variable distribution and it is 
found that among all the instances 75% are with status 
1 (indicating person with parkinson’s disease) whereas 
25% are with status 0 (indicating healthy individuals). 
The imbalance is visually described in the Fig. 5. The 
correlation among the features were calculated and one 
of the feature-pairs which have a correlation greater than 
0.9 were dropped. The feature correlation matrix is given 
Fig 6. After performing EDA on the dataset we can 
observe that the dataset is quite full of important features 
with no null values. But there are two issues with the 
dataset. First, there are many feature pairs which are 
highly correlated. This will create redundancy and may 
decrease the performance of some classifiers. Second, 
we also observed that the dataset faces some class 
imbalance. These two issues make the dataset suitable 
for our experiment to apply PCA, CFE and SMOTE to 
analyse their effect on SVM, RF, DT and LR. 

VII. Classification Metrics 
A. Accuracy 
Accuracy is the ratio of correctly predicted observations 
to the total observations as in Eq. (18) [14],[17]. 

 

Accuracy =  
TP+TN

TP+TN+FP+FN
                   (18) 
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TP (True Positive) refers to cases where an instance 
with status 1 is correctly classified as PD. Conversely, 
TN (True Negative) represents instances where a status 
0 instance is accurately identified as healthy. FP stands 
for false positive and is when an instance with status 0 
is classified as PD. FN stands for false negative and is 
when an instance with status 1 is classified as healthy. 

 
B. Precision 
Precision is the proportion of correctly identified positive 
instances out of all instances predicted as positive as 
shown in the Eq. (19)[14],[17]. 

Precision =  
TP

TP+FP
                                (19 ) 

It measures the proportion of correctly predicted PD 
cases out of all cases predicted as PD. High precision is 
very important to avoid false positive cases. False PD 
cases may lead to unnecessary medical tests additional 
medical testing, potential side effects from unwarranted 
treatments and anxiety for healthy individuals.  
 
C. Recall 
Recall is the proportion of correctly identified positive 
instances relative to the total number of actual positive 
instances in the class as shown in the Eq. (20)[14],[17]. 
 

Recall =  
TP

TP+FN 
                                    (20) 

High recall is crucial in PD detection as missing a true 
PD case may lead to delayed intervention and 
progression of the disease without timely clinical care.  
 
D. F1-SCORE 
F1-score is the harmonic mean of precision and recall as 
shown in the Eq. (21)[14],[17]. 

Table 3 Presents a detailed interpretation of 
the features in the dataset. 

Sl 
No. 

Feature name Description 

1 MDVP: Fo (Hz)  “Average vocal 
fundamental frequency” 

2 MDVP: Fhi (Hz)  “Maximum vocal 
fundamental frequency” 

3 MDVP: Flo (Hz)  “Minimum vocal 
fundamental frequency” 

4 MDVP: Jitter (%)  “Several measures of 
variation in fundamental 
frequency” 

5 MDVP: Jitter 
(Abs)  

6 MDVP: RAP  

7 MDVP: PPQ  

8 Jitter: DDP  

9 MDVP: Shimmer “Several measures of 
variation in amplitude” 

10 MDVP: Shimmer 
(dB)  

11 Shimmer: APQ3  

12 Shimmer: APQ5  

13 MDVP: APQ  

14 Shimmer: DDA  

15 NHR “Two measures of ratio 
of noise to tonal 
components in the 
voice” 

16 HNR  

17 Status  “Health status of the 
subject (one) - 
Parkinson's, (zero) - 
healthy” 

18 RPDE  “Nonlineardynamicalco
mplexitymeasures” 

19 DFA  “Signalfractalscalingexp
onent” 

20 Spread1  “Nonlinear measures of 
fundamental frequency 
variation” 

21 Spread2  

22 D2  “Nonlinear dynamical 
complexitymeasures” 

23 PPE  “Nonlinear measures of 
fundamental frequency 
variation” 

 

 

 
Fig. 5. Distribution of the target variable (status) 
showing the class balance in the dataset. 

 

https://jeeemi.org/index.php/jeeemi
https://portal.issn.org/resource/ISSN-L/2656-8632
https://doi.org/10.35882/jeeemi.v7i3.713
https://creativecommons.org/licenses/by-sa/4.0/


Journal of Electronics, Electromedical Engineering, and Medical Informatics  
Homepage: jeeemi.org; Vol. 7, No. 3, July 2025, pp: 692-712           e-ISSN: 2656-8632 

 
Manuscript received February 10, 2025; Revised April 27, 2025; Accepted May 10, 2025; date of publication May 30, 2025 
Digital Object Identifier (DOI): https://doi.org/10.35882/jeeemi.v7i3.713 
Copyright © 2025 by the authors. This work is an open-access article and licensed under a Creative Commons Attribution-ShareAlike 4.0 
International License(CC BY-SA 4.0). 
 702 

F1 − score = 2x 
Precision x Recall

Precision + Recall
                  (21) It measures a balance between precision and recall. 

Achieving a high F1-score ensures that both false 
positives and false negatives are minimized. Since both 

false positives and false negatives carry risks, the F1-
score is an ideal metric for evaluating performance of the 
classification model in Parkinson’s disease. 
 
E. Receiver Operating Characteristic - Area Under 
the Curve (ROC-AUC) 
The Receiver Operating Characteristic (ROC) curve is a 
graphical representation used to evaluate the 
performance of a binary classification model across 
various threshold settings. It plots sensitivity against 
specificity. Sensitivity measures the proportion of actual 
positive cases that are correctly identified, while 
specificity quantifies the proportion of actual negative 
cases that are correctly identified. The area under the 
ROC curve (AUC)summarizes the overall ability of the 
model to discriminate between the two classes. An AUC 
value of 1.0 indicates perfect classification, meaning the 
model correctly distinguishes all positive and negative 
instances. An AUC of 0.5 suggests that the model has 
no discriminative ability and performs equivalently to 
random guessing.  
 
 

 
F.  Confusion Matrix 

 
Fig. 6. Feature correlation matrix illustrating the relationships between different attributes of the dataset 

 

 
 
Fig. 7. Confusion matrix depicting the 
classification performance by showing true 
and false results 
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A confusion matrix is an essential tool for evaluating 
classification models, particularly in medical 
diagnostics, where the consequences of 
misclassification can be severe. It compares actual vs. 
predicted outcomes. It summarizes the number of 
correct and incorrect predictions, categorized into four 
key components: True Positives (TP), False Positives 
(FP), True Negatives (TN), and False Negatives (FN). 
For example, in Fig. 7 the model correctlypredicted50 
instances as positive outcome (TP). Incorrectly 
predicted 2 instances as negative outcome (FN) when 
it was actually positive. Incorrectly predicted 3 
instances a positive outcome when it was actually 
negative (FP) and correctly predicted 27 instances as 
negative outcome. 
 
VIII. Experimental setup and results 
The experiment was performed on Google colab. The 
runtime configurations were as – set Python 3 for 
runtime type and set TPU v2-8 for hardware accelerator. 
We used libraries like pandas, numpy, seaborn, sklearn, 
imlearn etc. We used k-fold cross validation with k=5 
along with GridSearchCv, a tool from scikitlearn which 
thoroughly search for an estimator over a range of 
supplied parameter values. Accuracy, precision, recall 
and f1-score for the classifiers are shown in the Table 
5. and for better interpretation graphically it is shown in 
Fig. 8. Fig. 9 describes ROC-AUC for each classifier 
and Fig. 10 describes confusion matrix of each 
classifier. 
 
A. Control groups 
To establish a baseline, models are trained using the 
original dataset that is without any enhancements (i.e. 
without PCA, CFE or SMOTE). This control group 
serves as a baseline, helping us analyze how each 
preprocessing method improves or degrades classifier 
performance. SVM, RF and LR performed well even 
without any preprocessing technique, suggesting that 
these models can handle the structure of the dataset 
reasonably well. DT had the lowest accuracy, likely due 
to feature correlation and class imbalance. Comparing 
preprocessed models to the control group suggests 
that PCA and CFE improve performance for some 
classifiers, while SMOTE improves results for RF but 
negatively impacts DT and LR. 
 
B. Key insights from classification matrics 
We can extract some of the key insights based on the 
experimental results with the dataset under 
consideration from Table 4, Fig. 8. SVM is highly suited 
for this classification task, especially when we reduce 
dimensionality either with PCA or with CFE. SVM also 
benefits from SMOTE. SVM maintained high 
performance (96.97% precision, 97.44% accuracy, 100 
% recall and 98.46% f1-score) with PCA, CFE and 
SMOTE which suggested that SVM is robust and 

effective across different pre-processing techniques. 
RF Benefits from SMOTE but PCA and CFE reduced 
Its performance. It showed optimal performance with 
SMOTE, indicating that balancing classes may 
enhance RF’s ensemble decision trees. Since RF uses 
feature interactions, it tends to perform better without 
dimensionality reduction, which is consistent with its 
relatively poorer performance when PCA is used alone. 
DT showed highest accuracy with PCA alone 
suggesting that dimensionality reduction benefits 
DT.LR shows less benefit from SMOTE, likely due to 
its sensitivity to oversampled data potentially 
introducing noise. Whenever SMOTE generates 
synthetic samples, it creates new data points that may 
not be as clean as the original data. SVM consistently 
achieved high precision reaching 96.97% in PCA, CFE, 
and SMOTE, indicating its strong ability to identify true 
PD cases without mistakenly classifying healthy cases 
as PD. This high precision suggests that SVM is 
reliable in clinical contexts where misdiagnosis of 
healthy individuals need to be minimized. High recall in 
SVM ensures that PD cases are not missed by the 
model. DT and LR, showed a noticeable drop in recall 
when combined with SMOTE, suggesting that DT and 
LR may be less effective at correctly identifying all PD 
cases under oversampled conditions. This could result 
from noise introduced by synthetic samples. Since PCA 
transforms the original features into a new set of 
“principal components”. This makes it harder to explain 
how individual features affect the prediction. However, 
SVM with CFE or CFE+SMOTE also achieves high 
performance. This method balances complexity and 
accuracy of the model effectively, which makes it a 
good choice for cases where feature specific 
interpretation required. The ROC-AUC analysis and 
confusion matrix results showed that SVM with SMOTE 
+ PCA achieved the highest AUC of 1.00, indicating 
reliable diagnosis with no false negatives and only one 
false positive making it highly suitable for medical 
diagnosis where missing Parkinson’s cases must be 
minimized. RF performed well with SMOTE (AUC = 
0.95), maintaining zero false negatives but slightly 
higher false positives, making it another strong 
candidate. In contrast, DT and LR struggled with recall 
when SMOTE was applied, making them less effective 
for identifying Parkinson’s cases. DT performed best 
with CFE (AUC = 0.92), although it had more false 
negatives than SVM and RF which reduces its 
reliability. LR had the lowest AUC (0.86) and the 
highest number of false negatives, making it the least 
suitable model for this classification task. 
 
C. Effect of each preprocessing techniques on 
classifier performance 
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PCA enhanced the performance of SVM, which 
signifies its effectiveness in reducing feature 
dimensionality while preserving essential information. 
However, it deceased the performance of RF, likely 
because the model’s dependency on feature 
interactions, which are lost after PCA transformation. 
CA had a positive effect on DT and a negative effect on 
LR, likely due to the loss of feature interpretability after 
transformation. Accuracy of SVM enhanced to 97.44 % 
from 94.87 % when we applied CFE, suggesting that 
removing redundant features increased its ability to 
classify parkinson’s disease effectively. However, CFE 
decreased the accuracy from 94.87 % to 92.31 %, 
indicating feature elimination did not helped RF. 
Accuracy remain the same, however precision 
increased but recall decreased which signifies that 
while fewer false positives were made (higher 
precision), the model missed more actual positive 
cases (lower recall).  

It indicates a tradeoff between specificity and sensitivity 
in DT after removing correlated features. LR showed a 
decreased performance when redundant features were 
removed. SMOTE also enhanced the performance of 
SVM indicating that SVM benefited from a more 
balanced class distribution. Performance of RF 
remained the same with SMOTE indicating its 
robustness to class imbalance, likely due to its 
ensemble nature and ability to handle varied data 
distributions effectively. When SMOTE was applied on 
DT, precision increased a little, however accuracy and 
recall decreased. When SMOTE was applied on LR, it 
suffered a significant drop in recall, likely due to noise 
introduced by synthetic samples, which may have 
affected their decision boundaries. 

 
 

 
 
 
 
 

 

Table 4 Accuracy, Precision and F1 score for some of the classifier evaluated in study. 
 

Method Classifiers 

RF 
 

LR 
 

SVM 
 

Accuracy 
(%) 

Precision 
(%) 

F1-
score 
(%) 

Accuracy 
(%) 

Precision 
(%) 

F1-
score 
(%) 

Accuracy 
(%) 

Precision 
(%) 

 

F1-
score 
(%) 

None 94.87 94.12 96.97 94.87 94.12 96.97 92.31 91.43 95.52 

 

PCA  97.44 96.97 98.46 89.74 91.18 93.94 89.74 88.89 94.12 

 

CFE 97.44 96.97 98.46 92.31 93.94 95.38 89.74 88.89 94.12 

 

SMOTE 97.44 96.97 98.46 94.87 94.12 96.97 87.18 90.91 92.31 

 

PCA + 
SMOTE 

97.44 96.97 98.46 92.31 91.43 95.52 84.62 90.63 90.63 

 

CFE + 
SMOTE 

97.44 96.97 98.46 92.31 93.94 95.38 82.05 93.10 88.52 
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(a) (b) 

  

(c) (d) 
Fig. 8 Bar charts illustrating the performance of different classifiers under various preprocessing 
techniques: (a) Accuracy, (b) Recall, (c) Precision, and (d) F1-Score. These metrics highlight the 
comparative effectiveness of each classifier-preprocessing combination in classifying Parkinson’s 
disease. 
 

  
(a) (b) 

  
(c) (d) 

Fig. 9 ROC curves showing the classification performance of different classifier-preprocessing 
combinations: (a) SVM with SMOTE+PCA, (b) Random Forest with SMOTE, (c) Decision Tree with CFE, 
and (d) Logistic Regression with CFE+SMOTE. The curves illustrate the trade-off between true positive 
rate and false positive rate for each model. 
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Some of the previous work done on the same dataset 
is summarized in Table 5. Aich et al. applied various 
classification approaches, including SVM with PCA-
based and genetic algorithm-based feature selection, 
achieving 97.57% accuracy with SVM [13]. This aligns 
with our findings where SVM consistently outperforms 
RF, DT and LR, supporting the idea that SVM handles 
complex feature interactions better. Alalayah et al. 
used Recursive Feature Elimination (RFE) and PCA for 
selection of features, reporting 98% accuracy with MLP 
and 97% with RF [26] which complements our study, 
where RF and SVM showed better performance over 
DT and LR. KarapinarSenturk showed that SVM with 
Recursive Feature Elimination (RFE) achieved 93.84% 
accuracy [18]. Lahmiri& Shmuel optimized SVM using 

Bayesian optimization, achieving 92.13% accuracy 
with 13 selected features [51]. They used feature 
ranking techniques and found that removal of 
redundant features improved classification accuracy 
which supports our results that CFE improves 
interpretability while maintaining classifier 
performance. Aich et al. compared PCA and genetic 
algorithms for feature selection, reported that PCA was 
effective in reducing feature redundancy while 
maintaining performance. Our study builds upon this by 
evaluating effect of PCA on different classifiers, 
showing that it benefits SVM but may hinder RF and 
DT. 

IX. Discussion  

 

  

(a) (b) 

  

(c) (d) 

Fig. 10. Confusion matrices illustrating the classification outcomes of selected classifier-preprocessing 
combinations: (a) SVM with SMOTE+PCA, (b) Random Forest with SMOTE, (c) Decision Tree with CFE, 
and (d) Logistic Regression with CFE+SMOTE. These matrices highlight each model’s performance in 
correctly identifying Parkinson’s and healthy cases. 
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This study aimed to evaluate the performance of 
several shallow machine learning classifiers in the 
context of parkinson’s disease (PD) classification using 
voice-based features. 
Our findings demonstrate that certain classifiers, 
particularly Support Vector Machines (SVM) and 
Random Forest (RF), exhibit relatively strong 
performance in identifying Parkinsonian patterns within 

the dataset [51]. This reinforces the potential of ML-
based approaches for non-invasive, voice-driven 
diagnostic support in neurodegenerative disorders.A 
deeper look into the classification outcomes reveals 
that SVM’s high accuracy likely stems from its ability to 
handle high-dimensional feature spaces effectively 
[52]. However, this benefit comes at the cost of 
computational expense, particularly during model 
training. RF, on the other hand, offered a balanced 
performance, robust against overfitting and more 
resilient in the presence of data imbalance, which is 
often the case in medical datasets. Its ensemble nature 
likely contributed to this stability. Decision Trees (DT), 
despite being simple and interpretable, displayed signs 
of overfitting, possibly due to the model’s tendency to 
memorize training data in the absence of pruning 
strategies. Logistic Regression (LR), though fast and 
probabilistic in its output, underperformed in our 
setting, likely due to its linear assumptions and 
difficulties in managing high-dimensional and non-
linearly separable voice data typical of PD patients. 
When compared with existing studies shown in Table 
5, our results are partially consistent with previous 

findings. For example, the study by[53] also reported 
superior performance for SVM in similar PD 
classification tasks. However, unlike our study, they 
employed a larger dataset and reported even higher 
accuracy, which may reflect better model 
generalization. In contrast, our findings diverge from 
[54], who reported higher performance for Decision 
Trees, possibly due to feature engineering techniques 
or dataset characteristics not present in our study. 
Notably, while deep learning models such as CNNs 
and RNNs have shown promise in other studies [55], 
particularly when applied to raw audio or spectrogram 
inputs, our work chose to focus on more interpretable 
shallow classifiers. This decision, while deliberate, 
does limit direct comparability to deep learning-based 
studies. Despite the strengths of this work, several 
limitations must be acknowledged. First, the dataset 
used was relatively small, which inherently restricts the 
generalizability of our findings. The risk of overfitting 
increases in small datasets, particularly when models 
are not regularized or cross-validation is not rigorously 
applied. Second, the exclusive focus on shallow 
machine learning models, while beneficial for 
transparency and computational efficiency, may have 
prevented us from leveraging the representational 
power of deep learning architectures, which have 
recently become prominent in biomedical voice 
analysis. Additionally, each classifier comes with its 
inherent weaknesses, as discussed earlier, which 
influence their suitability for complex medical data such 
as that involved in PD classification. Beyond technical 
considerations, our work also touches upon broader 
implications. AI-driven diagnostic tools, especially 
those involving personal health data like voice 
recordings, raise important ethical and privacy 
concerns. Ensuring compliance with data protection 
standards, secure data handling practices, and 
informed consent are non-negotiable aspects in any 
real-world application. Moreover, the potential 
consequences of misclassification, false positives 
leading to undue stress or invasive procedures, and 
false negatives delaying essential treatment, must be 
carefully managed. This underlines the need for clinical 
validation, human-in-the-loop systems, and decision 
support frameworks rather than autonomous AI 
solutions. Overall, this research adds valuable insights 
to the expanding field of machine learning applications 
in parkinson’s disease detection, emphasizing the use 
of interpretable and computationally efficient 
classifiers. Future work should consider incorporating 
deep learning models, expanding dataset size, and 
involving cross-disciplinary input from clinicians, 
ethicists, and data scientists to build trustworthy and 
effective diagnostic systems. 
 
X. Conclusion 

Table 5 Summary of some previous work done 
on the same dataset. 

Reference Method 

[51] The SVM classifier attained the 
highest classification accuracy 
(92.21%) using the top fourteen 
voice patterns selected through the 
Wilcoxon-based pattern ranking 
technique. 

[18] SVM with Recursive Feature 
Elimination attains accuracy of 
93.84% 

[26] RF with t-distributed stochastic 
neighbor embedding (t-SNE) attains 
accuracy of 97% 

[13] Utilized two feature selection 
techniques, namely the genetic 
algorithm and principal component 
analysis, and applied them to 
various classifiers. SVM showed the 
highest accuracy of 97.57% 
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This study aimed to evaluate and compare the 
performance of four popular classifiers viz., SVM, RF, 
DT and LR. to classify Parkinson’s disease using the 
Oxford dataset. It highlighted the impact of 
preprocessing techniques like PCA, CFE, and SMOTE 
on classification performance. Key contributions of the 
study include thorough comparison across various 
preprocessing setups, detailed performance analysis 
using accuracy, precision, recall, F1-score and ROC-
AUC and the identification of the most reliable 
classifier-preprocessing combination with potential 
clinical relevance. The experiment evaluated the effect 
of combining classifiers with five pre-processing 
methods: PCA, CFE, SMOTE, PCA + SMOTE, and 
CFE + SMOTE. Results indicate that SVM consistently 
achieved high performance (97.44% accuracy, 98.46% 
F1-score) across most pre-processing techniques. On 
the other hand, RF benefits mainly from SMOTE, 
showing sensitivity to dimensionality reduction 
methods like PCA, while LR showed less benefit from 
SMOTE, possibly because its sensitivity to 
oversampled data which may introduced noise. DT 
displayed performance variations based on the chosen 
pre-processing strategy. The study provides a broad 
comparison of classifiers under varied pre-processing 
conditions and highlights the robust performance of 
SVM across different pre-processing methods. Our 
analysis also highlights the importance of pre-
processing methods, as both dimensionality reduction 
and oversampling significantly impact classifier 
accuracy and reliability. For future research we will use 
significance tests such as ANOVA (Analysis of 
Variance) to determine whether differences in classifier 
performance are statistically significant. We will also 
explore ensemble methods to mitigate individual 
weaknesses of classifiers, develop robust feature 
selection methods to reduce biases and investigate 
deep learning models to capture nonlinear patterns 
more effectively. Additionally, Parkinson’s disease 
symptoms may vary with age, disease stage and 
coexisting conditions which may influence feature 
importance and classification accuracy. Models trained 
with larger and more diverse datasets will improve 
generalizability and reliability in real-world clinical 
applications. 
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