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ABSTRACT The use of the Naïve Bayes method alone in thoracic surgery classification often does not yield optimal results 

due to the complexity of the dataset and the numerous attributes that must be considered. As such, an additional method is 

required to enhance the accuracy and efficiency of the classification process. This study aims to compare the accuracy of all 

research models using Naïve Bayes with and without the PSO technique. The contribution is to enrich an understanding of the 

application of classification techniques and feature selection in health datasets, particularly in the context of thoracic surgery. 

The research method encompasses the dataset used, the theory of the Naive Bayes algorithm, the PSO algorithm, validation 

testing using separate validation, and performance assessment with the confusion matrix and AUC evaluation approach. 

Secondary data for this investigation was procured via the UCI Repository website. The accuracy was augmented using the 

PSO technique for thoracic surgery weight optimization. The sample in the study consisted of 470 data items, with 70 sample 

data from the class that died within one year and 400 samples relating to the surviving class. The testing outcomes of the Naive 

Bayes method using the thoracic surgery dataset yielded the highest accuracy of 81.91% with an 80:20 ratio and an AUC value 

of 0.620. The highest accuracy score was 93.62%, with an AUC value of 0.773 with a 90:10 ratio. Three features, PRE6, 

PRE14, and PRE17, had zero weight. This accuracy score was achieved when PSO was employed to refine feature selection 

for attribute weighting. Hence, the accuracy of Naïve Bayes in thoracic surgery improved with attribute weighting in feature 

selection using PSO. Consequently, this research enhances the precision and efficiency of thoracic surgery data processing, 

aiding lung cancer diagnosis speed and accuracy. 

INDEX TERMS Naïve Bayes, Particle Swarm Optimization, Thoracic Surgery

I. INTRODUCTION 

Lung cancer therapy and interventions must be rapid and 

focused. Surgery, radiation, chemotherapy, immunotherapy, 

hormone therapy, and gene therapy are options for treating 

lung cancer. One of the most common procedures performed 

on lung cancer patients is thoracic surgery. Thoracic surgery 

has risks and benefits for patients in both the short and long 

term, making it a significant issue in lung cancer patient 

management [1], [2]. Surgical care affecting the chest, often 

referred to as the thorax, is the focus of the surgical 

specialization known as thoracic surgery [3]–[5]. The life 

expectancy of patients one year after thoracic surgery is one of 

the issues in thoracic surgery research; therefore, in this study, 

classification is used to determine whether patients survived 

or died. 

Naïve Bayes is one of the data mining classification 

methods that can handle thoracic surgery data [6], [7]. The 

Naïve Bayes algorithm uses the past to estimate potential 

possibilities in the future. Another benefit of naïve Bayes is its 

straightforward method that can provide highly accurate 

results [8]–[10].  Before implementing a classification model, 

data validation is required at the data mining stage. This can 

be done using separate validation approaches, which divide 

data into training and testing sets. This approach helps verify 

that the developed data model is correct and can be used in 

subsequent operations. To identify whether the accuracy value 

in the separate validation approach is more significant, a study 

explained that the distribution of data into four ratio variances, 

achieving a maximum accuracy of 93.00% [11]. 
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In a study which classified thoracic surgery datasets using 

several methods, the highest accuracy rate was 85%, and the 

average AUC value was 0.787 [5]. This study shows that 

classification techniques can help process data within datasets. 

In thoracic surgery was classified using several methods, 

obtaining an accuracy rate of 84.51% and a ROC value of 

0.738. This research applied classification methods with lower 

performance compared to classification methods applying 

other methods; thus, combining the Naïve Bayes classification 

method with feature selection techniques is necessary to 

achieve more effective and accurate results  (Santoso, 2021).  

Feature selection is a technique for reducing attribute 

dimensions. This dimension reduction is performed to obtain 

relevant and non-excessive attributes to speed up the 

classification process and increase the accuracy of 

classification algorithms [13]. Research by Geetha Pavani 

who performed feature selection and classification on thoracic 

surgery datasets [14]. The feature selection technique used in 

this study is Particle Swarm Optimization; although this 

method is an optimization method, it is used for feature 

selection in this research. Since PSO is an algorithm used for 

decision-making in searching for the best solution in the data 

mining classification process. Feature selection is used to 

improve the effectiveness and efficiency of classification 

algorithm performance. In addition, other studies have also 

compared PSO and C4.5 in classifying blood sugar datasets. It 

was concluded that the addition of PSO feature selection can 

improve accuracy, which is more than 95% superior to C4.5 

[15]. 

Based on the justification provided, this research suggests 

using the Particle Swarm Optimization method and the Naive 

Bayes algorithm to categorize datasets related to thoracic 

surgery. The thoracic surgery dataset has 470 data, including 

16 predictive variables and one target attribute for 

classification. Combining these properties with additional 

classification techniques will yield the best results because 

they are too numerous. Naïve Bayes may produce poor 

accuracy rankings because its weakness is susceptibility to too 

many characteristics [8], [12]. As a result, PSO should be used 

in this research's feature selection process to increase the 

accuracy value of the layer dataset [16]. Then, PSO must be 

used in the feature selection process of this research to increase 

the accuracy value of the thoracic surgery dataset. 

The purpose of this research is to analyze the accuracy 

comparison of all research models using Naïve Bayes with and 

without using Particle Swarm Optimization. By applying 

Particle Swarm Optimization, the Naïve Bayes algorithm is 

expected to be more efficient and effective in classifying 

thoracic surgery data, resulting in higher accuracy. The results 

of this research are expected to provide contributions such as: 

a. Enhancing understanding of the application of 

classification techniques and feature selection in health 

datasets, particularly in thoracic surgery cases. 

b. Assisting medical professionals in optimizing decision-

making based on analysis. 

c. More accurate data evaluation using the Naïve Bayes 

algorithm and Particle Swarm Optimization. 

 
II.  METHOD 

This research method explains the dataset used, the theory of 

the Naïve Bayes algorithm, the Particle Swarm Optimization 

algorithm, testing validation using Split Validation, and 

performance measurement using the evaluation methods of 

Confusion Matrix and AUC. The distribution of training data 

and testing data. The data division in separate validation 

consists of various ratio variations, namely 70:30, 80:20, and 

90:10. The following is the research procedure to be carried 

out. FIGURE 1 shows the flow of this research. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 1.Research Flowchart 

 

A. DATA COLLECTION 

In this study, secondary data were obtained from the UCI 

Repository website. This dataset is about classification 

problems related to the life expectancy of patients with lung 

cancer after surgery, where death occurs within one year after 

the operation. There are 470 data points and 16 attributes as 

predictor variables and 1 attribute as the target variable. The 
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dataset contains information about each patient represented by 

16 attributes, which are preoperative and postoperative 

conditions. The cancer surgery data contains patient data from 

patients who underwent cancer surgery between 2007-2011 

[17].  

The 16 attributes are a combination of nominal, binary, and 

numeric data. The thoracic surgery patient data has two 

classes: death within one year (True) and survival (False), with 

70 samples for the true class and 400 samples for the false 

class. The following are the attributes and descriptions of the 

thoracic surgery dataset, as shown in TABLE 1. 

 
TABLE 1 

Surgery Data Attribute Description 

No Attribute Description Category Range 

1 DGN 

Diagnosis - 

specific 
combination of 

ICD-10 codes for 

primary and 
secondary tumors 

and more than 

one tumor, if 
present 

Nominal 

{DGN1, 
DGN2, 

DGN3, 

DGN4, 
DGN5, 

DGN6, 

DGN8} 

2 PRE4 

The amount of air 
that can be 

forcibly exhaled 

from the lungs 
after taking the 

deepest possible 

breath (FVC) 

Numeric {1.44, 6.3} 

3 PRE5 

Amount of air 

exhaled at the 

end of the first 
second of FVC 

(FEV1) 

Numeric 
{0.96, 

86.3} 

4 PRE6 

A measure of the 
general ability of 

cancer patients in 

daily activities 
(Zubrod Scale) 

Nominal 

{PRZ0, 

PRZ2, 

PRZ2} 

5 PRE7 
Pain before 

surgery 
Binary {T,F} 

6 PRE8 
Haemoptysis 

before surgery 
Binary {T,F} 

7 PRE9 
Dyspnoea before 
surgery 

Binary {T,F} 

8 PRE10 
Cough before 

surgery 
Binary {T,F} 

9 PRE11 
Weak condition 

before surgery 
Binary {T,F} 

10 PRE14 
Tumor size 

(TNM) 
Nominal 

{OC11, 

OC12, 

OC13, 

OC14} 
11 PRE17 Diabetes mellitus Binary {T,F} 

12 PRE19 

Myocardial 

Infarction (MI) up 
to 6 months 

Binary {T,F} 

13 PRE25 

Diseases that 

affect the 
arteries/blood 

vessels 

Binary {T,F} 

14 PRE30 Smoke Binary {T,F} 
15 PRE32 Asthma Binary {T,F} 

16 AGE Age at surgery Numeric {21, 87} 

17 Risk1Y 
Survival period 
live 1 year - () 

  

 
B. NAÏVE BAYES 

Thomas Bayes, a British physicist, developed the Naive Bayes 

algorithm. The Bayes theorem is an algorithm that forecasts 

opportunities based on past performance. The theorem is 

paired with Naive, which makes the assumption that the 

criteria governing the characteristics are independent of one 

another. Therefore, the Nave Bayes method makes the 

assumption that the existence or absence of certain class 

features has no effect on the traits of other classes[16]. The 

equation for Bayes' theorem in Eq. (1) is often as follows. 

P(x|y) =  
P(y|x)P(x)

P(y)
 (1) 

Several variables need to be explained in the Bayes theorem 

Eq. (1). The variable y represents data with an unknown class, 

which we want to predict based on the Naïve Bayes model. 

Meanwhile, the variable x represents the hypothesis stating 

that the data y belongs to a certain class. Furthermore, this 

study has P(x|y), the probability of hypothesis x gave the 

condition of y, known as the posterior probability. This 

probability describes the extent to which hypothesis x is 

expected to be true, given the condition of y. Then, there is 

P(x), the probability of hypothesis x before considering the 

data y, known as the prior probability. This probability is used 

to assess the likelihood of hypothesis x occurring without 

considering the information provided by data y. In addition, 

P(y|x) is the probability of data y being observed based on 

hypothesis x's condition. This provides information about the 

relationship between data y and the hypothesis x being 

evaluated and the extent to which data y is expected within the 

context of x. Finally, P(y) is the overall probability of data y, 

which explains how often data y occurs in a given dataset. 

Understanding each variable in the Bayes theorem equation 

can be correctly applied to develop an efficient and accurate 

Naïve Bayes model, with or without using feature selection 

methods such as Particle Swarm Optimization. 

 
C.  PARTICLE SWARM OPTIMIZATION (PSO) 

The best solution to a given problem is found using the 

artificial intelligence-based technique Particle Swarm 

Optimization to resolve optimization problems. This approach 

draws its inspiration from the movement patterns of fish, 

herbivores, and birds, where each animal thing is broken down 

into a particle. J. Kennedy and R.C. Eberhart were the ones 

who first suggested the PSO algorithm. A population-based 

iterative algorithm is PSO. Numerous particles make up the 

population, which is utilized to solve optimization problems 

after being started with a population of random solutions. As 

a result, throughout the search process, particles tend to fly 

towards more effective search locations. [17]. The following 

formula may be used to get the position displacement and 

particle velocity in Eq. (2) and (3): 

 

Vi (t) = Vi (t − 1) + c1r1 [XPbest i − Xi(t)] +
c2r2 [XGbest i − Xi (t)]                  (2) 

 Xi (t) = Xi (t − 1) + Vi (t)   (3) 
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In Eq. (2) and (3), the variables used to calculate the 

displacement and velocity of particles are as follows. Vi(t) 

denotes the velocity of particle i at iteration t, which is used to 

determine how fast the particle moves in searching for the 

optimal solution. Xi(t) is the position of particle i at iteration t, 

reflecting the solution achieved by the particle then. Then, c1 

and c2 are learning rate factors that indicate the extent to which 

individual particle (cognitive) and social (group) influences 

affect the change in particle velocity. Here, c1 describes the 

extent to which a particle considers its success in finding a 

solution, while c2 indicates the influence of its group members 

in searching for a better solution. Next, r1 and r2 are random 

numbers uniformly distributed between intervals 0 and 1. 

These random numbers add a stochastic component to the 

solution search process so particles can achieve more optimal 

solutions by involving some random exploration in the search 

space. 

XPbest i is the best position of particle i that has been 

achieved so far in the search for the optimal solution. This 

reflects the individual particle's achievements so far and is 

used to direct particle movement toward a better solution. 

Meanwhile, XGbest i is the best global position achieved 

among all particles in the group. This indicates the best 

solution the entire group finds and provides direction for 

particles to achieve more optimal solutions collectively. By 

incorporating all these variables in equations 2 and 3, the 

displacement and velocity of particles in the Particle Swarm 

Optimization algorithm can be calculated. This process is 

repeated until the desired solution or iteration limit is reached, 

resulting in an optimal solution for the problem. 

 

D. CONFUSION MATRIX   
One technique for evaluating a categorization method's 

effectiveness is the confusion matrix. The confusion matrix 

comprises data that contrasts the classification outcomes 

produced by the system with the expected classification 

outcomes [18]. Based on the computation of the testing 

object, the classification model is evaluated using the 

confusion matrix. It is collated into a table where its 

prognosis for correctness and incorrectness is provided [19], 

[20]. The matrix is explained in TABLE 2. 
 

TABLE 2 
Confusion Matrix 

Classification 
Predicted Class 

Class = Yes Class = No 

Class = Yes True Positif (TP) False Negatif (FN) 

Class = No False Positif (FP) True Negatif (TN) 

 

The following is a formula for measuring the level of 

accuracy in the confusion matrix in equation 4, namely: 

 

                       Accuracy = 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
 𝑥 100      (4) 

     

In the accuracy equation (4), each variable has a significant 

meaning within the research data classification context. 

Accuracy is the metric that measures how well the 

classification model identifies the correct results. The 

accuracy value is obtained by calculating the proportion of the 

number of correctly classified observations compared to the 

total number of observations. 

The TP (True Positive) variable describes the number of 

cases where the classification model correctly identifies a 

positive outcome. In the context of this research, this means 

the number of cases where the model identifies patients who 

indeed needed surgery as needing surgery. TN (True 

Negative) is the number of cases where the classification 

model correctly identifies a negative result, meaning the 

number of cases where the model identifies patients who do 

not need surgery as not requiring surgery. 

FP (False Positive) and FN (False Negative) describe errors 

in the model's predictions. FP is the number of cases where the 

classification model incorrectly identifies a positive outcome, 

that is, the number of cases where the model identifies patients 

who do not need surgery as needing surgery. Meanwhile, FN 

is the number of cases where the classification model 

incorrectly identifies a negative outcome, meaning the number 

of cases where the model identifies patients requiring surgery 

as not needing surgery. 

By understanding the meaning of each variable, one can see 

how the accuracy equation (4) reflects the performance of the 

classification model in identifying the correct outcomes, both 

in terms of positive and negative results. Through this 

research, the aim is to analyze the accuracy comparison of all 

models using Naïve Bayes with and without using Particle 

Swarm Optimization to determine whether implementing such 

optimization techniques can improve classification accuracy 

in thoracic surgery cases. 

 
E. AREA UNDER THE ROC (RECEIVER OPERATING 

CHARACTERISTIC) CURVE  

Calculating under the ROC curve often involves using the 

area under the curve formula. AUC may be thought of as a 

likelihood. The categorization approach will give the 

positive example a higher score than the negative example if 

one chooses a positive and negative example at random. As 

a result, a higher AUC value denotes a more effective 

classification approach, making the AUC value a 

maximization objective [20]. Because the unit square area's 

x- and y-axes have values ranging from 0 to 1, the Area under 

Curve (AUC) value will always fall within the 0–1 range. 

For values larger than 0.5, random guesses result in diagonal 

lines between (0.0) and (1.1) that have an area of 0.5. 

TABLE 3 shows many categories into which AUC values for 

data mining categorization may be classified [20]. 

 
TABLE 3 

Accuracy Of Classification Results Based On Auc Value 

AUC value Category 

0.90-1.00 Excellent Classification 
0.80-0.90 Good Classification 

0.70-0.80 Fair Classification 

0.60-070 Poor Classification 
0.50-0.60 Failure 
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1) DATA COLLECTION 

The use of secondary data in study. Data acquired by third 

parties rather than directly coming from the subject of the 

study is known as secondary data. The thoracic surgery data 

used in this research may be obtained from the UCI 

Repository or viewed online at 

https://archive.ics.uci.edu/ml/datasets/Thoracic+Surgery+D

ata. This dataset includes the postoperative survival rate of 

lung cancer patients, when death occurs within a year 

following surgery. The total number of data is 470, with 16 

characteristics serving as predictor variables and 1 attribute 

serving as a target variable. 

 

2) PREPROCESSING 

The pre-processing stage aims to transform raw data into 

quality data, which can then be further processed. This stage 

is critical in data analysis as it ensures that the data used in 

the classification process do not contain issues or 

inconsistencies. The pre-processing process involves several 

steps, which will be detailed below. The first step in pre-

processing is to identify and handle problematic data, such 

as empty data or errors [21]–[23]. In this study, after 

collecting the data, it was found that the data does not contain 

missing values or duplicates. Thus no further action needs to 

be taken. The second step is to transform the data to match 

the data type required by the Naive Bayes and Particle 

Swarm Optimization algorithms. The attributes used in the 

thoracic surgery dataset consist of nominal, binary, and 

numerical data. 

Therefore, this stage involves converting nominal and 

binary attributes into numerical ones. This process is 

important as the Naive Bayes and Particle Swarm 

Optimization algorithms work with numerical data, so a 

conversion is needed for the data to be processed by the 

algorithms used. Once the conversion process is completed, 

the third step is to divide the dataset into two classes: patients 

who died within one year (True) and patients who survived 

(False) after thoracic surgery. The number of samples for the 

true class is 70 data, while the number of samples for the 

false class is 400 data. The data division is crucial for training 

the classification model later and for evaluating its 

performance against real cases in trials in the next stage. By 

completing this pre-processing stage, the thoracic surgery 

dataset has been collected, checked for accuracy, 

transformed into the appropriate data type, and divided into 

the required classes. Next, this dataset can be processed 

using the Naive Bayes and Particle Swarm Optimization 

algorithms to train the classification model and evaluate its 

performance in classifying the life expectancy figures of 

lung cancer patients after surgery. 

 

3) PARTICLE SWARM OPTIMIZATION 

At this point, the Naive Bayes classification is optimized 

using the Particle Swarm Optimization technique to assist 

raise the accuracy value of the suggested model. RapidMiner 

is the program used to put the Particle Swarm Optimization 

and Naive Bayes methods into action. The study's particle 

value is 10, the number of iterations is set to 30, and all other 

parameter settings are left at their default levels. 

 

4) DATA SHARING 

The data is first separated into training data and evaluated 

using split validation prior to classification. In this 

experiment, shuffled sampling was employed to distribute 

the data. This study used three different ratios—70:30, 

80:20, and 90:10—in the distribution of training and testing 

data. 

 

5) EVALUATION OF RESULTS 

Using Particle Swarm Optimization along with a feature 

selection optimization approach, weights on each attribute will 

be optimized to maximize accuracy value. The confusion 

matrix and Area Under Curve (AUC) will be used during the 

evaluation phase. With the use of a connection matrix intended 

to measure the effectiveness of the model used, the assessment 

of the model will be carried out during the evaluation stage. 

AUC, or Area Under Curve, is a performance metric. This 

research will measure the effectiveness of Naïve Bayes and 

Naïve Bayes with the Particle Swarm Optimization approach 

before comparing them. 

This study's features were taken from the thoracic surgery 

dataset obtained from the UCI repository. These features 

represent the patient's condition before and after the thoracic 

surgery, including nominal, binary, and numeric attributes. As 

part of the preprocessing process, features with nominal and 

binary data types were converted to numeric so the Naïve 

Bayes algorithm and Particle Swarm Optimization could 

process them. 

Feature selection is an essential stage in data analysis, as the 

right features will improve the accuracy of the classification 

model. In this research, feature selection was carried out using 

the Particle Swarm Optimization (PSO) technique to enhance 

feature selection efficiency and improve the accuracy of the 

Naïve Bayes classification model. PSO was used to find the 

best feature combination that provides higher accuracy from 

the Naïve Bayes model. In optimizing using PSO, the number 

of particles used was 10, the number of iterations was set to 

30, and using various ratio variations in the distribution of 

training and testing data were 70:30, 80:20, and 90:10.  

After applying PSO in feature selection and choosing the 

best attributes, the confusion matrix and Area Under Curve 

(AUC) evaluation methods were used to assess the 

performance of the Naïve Bayes classification model with and 

without PSO optimization. The final results show a 

comparison of accuracy between the model that only uses 

Naïve Bayes and then the model that uses a combination of 

Naïve Bayes and Particle Swarm Optimization, so it could be 

seen whether the application of PSO provides an increase in 

accuracy in the classification of life expectancy numbers for 

lung cancer patients post-surgery. 
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III. RESULTS 

 
A. THE RESULTS OF THE NAÏVE BAYES RESEARCH 

METHOD 

The results of this study will present the results of experiments 

using the Naïve Bayes method with evaluation using Split 

Validation. After testing the model, the accuracy and AUC 

values will be obtained in TABLE 4 below: 

 
TABLE 4 

Naïve bayes accuracy results 

Split Validation Accuracy AUC 

70:30 81.56% 0.642 

80:20 81.91% 0.620 
90:10 76.60% 0.580 

 

In TABLE 4, it is found that the Naïve Bayes model with 

a comparison of training data and test data of 80:20 has the 

highest accuracy value of 81.91% with an AUC value of 

0.620. 
TABLE 5 

Confusion matrix naïve Bayes 

Classification Predicted Class 

Class = F Class = T 

Class = F 75 11 

Class = T 6 2 

 

From the results of the confusion matrix in TABLE 5, the 

accuracy value is 81.91% 

FIGURE 2. Naïve Bayes ROC Curve On 80:20 Split Validation 

 

In testing the Naïve Bayes method, the ROC curve is also 

obtained, as shown in FIGURE 2 above, producing an AUC 

of 0.620. The AUC value is categorized as Poor 

Classification (poor) because it is in the value range of 0.60-

0.70. 

B.  THE RESULTS OF THE RESEARCH USING THE 
NAÏVE BAYES METHOD WITH PARTICLE SWARM 
OPTIMIZATION 

In order to choose features, Particle Swarm Optimization is 

used to optimize the weight of each characteristic in the 

dataset for thoracic surgery. The Particle Swarm 

Optimization method will be employed in RapidMiner 

calculations to assess the accuracy of Naive Bayes. The 

model will be put to the test, with the outcomes shown in 

TABLE 5 below: 

 
TABLE 6 

Naïve Bayes accuracy results with Particle Swarm optimization 

Particle  Iteration Split 

Rasio 

Accuracy 

(%) 

AUC 

10 30 70:30 89.36 0.576 

10 30 80:20 93.62 0.655 
10 30 90:10 93.62 0.773 

 

With a comparison of training data and test data of 80:20 

and 90:10, TABLE 5 above demonstrates that the Nave 

Bayes and Particle Swarm Optimization models have the 

same high accuracy value of 93.62%. The AUC value for a 

split ratio of 90:10, however, is 0.773 greater than the split 

ratio of 80:20, which is 0.655. 

 
TABLE 7 

Naïve Bayes confusion matrix with PSO 

Classification Predicted Class 

Class = F Class = T 

Class = F 43 3 

Class = T 0 1 

 

From the results of the confusion matrix in TABLE 5, the 

accuracy value is 93.62% 

FIGURE 3. Naïve Bayes ROC Curve with PSO On Split Validation 90:10 

 

In testing the Naïve Bayes method with Particle Swarm 

Optimization, the ROC curve was also obtained, as shown in 

FIGURE 3 above, with an AUC value of 0.773 and 

categorized as a Fair Classification because it is in the 0.70-

0.80. 

IV. DISCUSSION 

Two experiments were run for the investigation, one without 

feature selection and the other using the Naive Bayes 

algorithm combined with the Particle Swarm Optimization 

feature selection technique. split validation was done using 

three distinct ratios. Three ratios—70:30, 80:20, and 90:10—

are used in the thoracic surgery dataset to divide the training 

and test data. The accuracy value displays the signal for 

understanding the ideal outcomes for each experiment. 

experiments with classification using the Naive Bayes 
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algorithm on datasets related to thoracic surgery. 

Additionally, to enhance classification performance in 

relation to the postoperative life expectancy of lung cancer 

patients, where mortality occurs within one year after 

surgery, feature selection using particle swarm optimization 

was done in this work on features in the thoracic surgery 

dataset. An initialization experiment was performed in PSO 

with up to 10 particles, with a 30-iteration limit. The 

performance of the model in categorizing the dataset for 

thoracic surgery will also be appropriately assessed based on 

the confusion matrix and AUC findings. The acquired model 

performance is used to contrast the basic Nave Bayes model 

with the Nave Bayes model that incorporates PSO. 

In Naïve Bayes, evaluating the accuracy of the thoracic 

surgery dataset obtained the best accuracy value: split 

validation with a ratio of 80% training data and 20% testing 

data with an accuracy value of 81.91% and an AUC value of 

0.642. In the Naïve Bayes model with PSO feature selection, 

the best accuracy value is obtained in split validation with a 

ratio of 90:10 and 80:20 with an accuracy value of 93.62% 

using ten particles, and the best AUC value is obtained in 

split validation with 90% training data and 10% data testing 

that is equal to 0.773. Based on the general guidelines for the 

classification of AUC values, the results of AUC evaluation 

in thoracic surgery datasets are included in the appropriate 

classification. So in naïve Bayes with PSO, the best accuracy 

and AUC value are in split validation with a ratio of 90:10. 

The weighting results for each attribute are obtained from 

the experimental results of the Naïve Bayes method and PSO 

feature selection. In each split validation ratio, several 

attributes have a zero weight, which means that these 

attributes do not influence the research being conducted. In 

the Naïve Bayes and PSO models in Split validation 70:30, 

nine attributes have zero weight, namely the attributes DGN, 

PRE5, PRE6, PRE7, PRE8, PRE9, PRE14, PRE17, and 

PRE32. In the Naïve Bayes and PSO models in Split 

validation 80:20, six attributes have zero weight: DGN, 

PRE7, PRE11, PRE14, PRE17, and PRE19. Whereas in the 

Naïve Bayes and PSO models in Split validation 90:10, three 

attributes have zero weight, namely PRE6, PRE14, and 

PRE17. 

 The Naive Bayes test results improved following feature 

selection and weighting using Particle Swarm Optimization, 

as seen in FIGURE 4. It may be inferred that Particle Swarm 

Optimization can improve the classification value for the 

classification of lung cancer patients' life expectancy after 

thoracic surgery. From the interpretation of the 

research results presented, it can be seen that the 

implementation of Particle Swarm Optimization 

(PSO) in the Naïve Bayes method for thoracic 

surgery classification results in a significant 

increase in accuracy. In the Naïve Bayes 

experiment without feature selection, the best 

validation was achieved at an 80:20 split ratio with 

an accuracy of 81.91%. However, by using PSO 

for feature selection, the accuracy increased to 

93.62% in separate validation with split ratios of 

80:20 and 90:10. This indicates that PSO 

contributed positively to improving classification 

quality in the context of thoracic surgery. The 

selection of features using PSO also affected the 

relevant and important attributes in the 

classification process. Some attributes had zero 

weight in separate validation, indicating that these 

attributes did not affect the research results. 

Therefore, implementing PSO helped identify the 

most relevant features and reduce data 

dimensionality, speeding up the training process 

and producing a more efficient model. 

 
FIGURE 4.  Comparison of Accuracy Values in Thoracic Surgery Datasets 
with difference training and testing percentage 

 

The AUC (Area Under Curve) value was also considered in 

this research. In the Naïve Bayes experiment without PSO, the 

best AUC value achieved was 0.642, indicating poor 

classification. Meanwhile, in the PSO experiment, the best 

AUC value increased to 0.773, categorized as fair 

classification. Therefore, the application of PSO increased the 

accuracy and improved the classification quality based on the 

obtained AUC value. Overall, the research results showed that 

integrating Particle Swarm Optimization with the Naïve Bayes 

method for thoracic surgery classification significantly 

improved accuracy and classification quality. This confirms 

that this approach effectively enhances the model's 

performance in identifying the survival rate of lung cancer 

patients after thoracic surgery. It can be concluded that Particle 

Swarm Optimization plays a crucial role as a feature selection 

technique in improving the efficiency and effectiveness of the 

Naïve Bayes classification model. 
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Then, comparing the results of this research with previous 

studies showed that the Naïve Bayes method combined with 

PSO feature selection performed better in classifying thoracic 

surgery datasets. This is because the combined methods 

increased the accuracy and AUC values compared to previous 

studies that used different classification methods or without 

PSO feature selection. The research results [12], despite also 

using different classification and feature selection methods, 

did not achieve the accuracy and AUC values comparable to 

the results of this study. This study showed that using Naïve 

Bayes with PSO feature selection could enhance performance 

in classifying thoracic surgery datasets due to the increased 

accuracy and AUC values. This indicates that combining 

methods and optimization effectively improved the quality of 

classification of survival rates of lung cancer patients post-

thoracic surgery. Besides, this comparison also helps 

understand the potential of the methods and algorithms used 

in this research to produce better results than previous 

approaches. 

However, the limitation of this study was the use of a 

relatively limited dataset in terms of the number of patients 

and available features. This could affect the generalization of 

the results obtained. Therefore, for future research, to get more 

accurate and extensive results, it is recommended to use a 

larger and more diverse dataset that encompasses more 

patients and features relevant to thoracic surgery. 

Nevertheless, despite these limitations, this research 

successfully demonstrated that combining Naïve Bayes and 

Particle Swarm Optimization could improve classification 

performance in thoracic surgery. 

Therefore, this research implies using Particle Swarm 

Optimization in feature selection can enhance the 

classification accuracy of survival rates of lung cancer patients 

post-thoracic surgery using the Naïve Bayes method. This 

indicates that this combined method could effectively improve 

predictive performance in clinical systems, thus helping 

doctors make better and more accurate decisions regarding 

patient care after undergoing thoracic surgery. With the 

increased accuracy of the predictive model based on the 

medical dataset, these research results could also contribute 

significantly to developing artificial intelligence technology in 

the medical field to improve the quality of health services. 

 

V. CONCLUSION 

Based on this research, the Naive Bayes classification 

algorithm and the Particle Swarm Optimization feature 

selection method have been applied to the thoracic surgery 

dataset. Optimal weight using particle swarm optimization 

increased accuracy in thoracic operations. The test results 

using the Naive Bayes algorithm and the thoracic surgery 

dataset showed a maximum accuracy of 81.91% at a ratio of 

80:20, with an AUC value of 0.620. Particle Swarm 

Optimization was used to enhance feature selection for 

attribute weighting, and the highest accuracy value was 

93.62% with an AUC value of 0.773 at a ratio of 90:10, where 

three attributes—specifically, PRE6, PRE14, and PRE17—

had zero weights. The accuracy value in thoracic surgery using 

Naïve Bayes increased due to attribute weighting in feature 

selection using Particle Swarm Optimization. The thoracic 

surgery dataset might have a higher accuracy value when 

using the Naïve Bayes and Particle Swarm Optimization 

approach than just the Naïve Bayes classification method. The 

accuracy of the Naive Bayes technique on the dataset from 

thoracic operations can be improved by using particle swarm 

optimization (PSO).  

Therefore, these research findings proved that the 

combination of the Naïve Bayes classification algorithm and 

the Particle Swarm Optimization feature selection method 

successfully improved accuracy in classifying thoracic 

surgery data. However, to further optimize the performance of 

this method, future research should focus on several important 

aspects. One aspect that needs attention in further research is 

the use of larger and more diverse datasets. Then, combining 

other feature selection methods with Particle Swarm 

Optimization is also a good step to take in future research. This 

could help find the best features that significantly contribute 

to enhancing the accuracy of thoracic surgery classification. 

Lastly, future research should also focus on evaluating the 

performance of the proposed algorithm and method. Using 

diverse and comprehensive evaluation metrics will ensure that 

the improvement in classification accuracy results from 

applying the correct method. Thus, through improvements in 

these aspects, future research is expected to achieve more 

accurate and extensive results in classifying thoracic surgery 

data using a combination of Naïve Bayes and Particle Swarm 

Optimization. 
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